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Abstract

A significant number of management environments are plagued by problems stemming from name resolution problems.  These problems affect many areas of the management environment including naming of the systems, sub-component naming, mapping, and even correlation.  Without an effective name resolution mechanism, these systems are rendered inefficient and even incapacitated in some cases.  

It is the goal of this paper to discuss a couple of scenarios where name resolution is broken, discuss the ramifications of the problems, and present a possible solution for these problems.

Introduction

This paper has come into being because of the relatively large frequency of which the Authors have seen these problems. In fact, it is alarming that the problem happens not only in the small to medium environments but also some of the largest environments on the Internet.  These problems keep management systems from working properly and inhibit companies from realizing potential Return on Investment concerning their management investments.

Many of the problems that have occurred today have cost companies hundreds of thousands of dollars.  In our willingness to blame management software for one thing or another or ridiculing the inconsistencies of correlation, we have forgotten to look at the environment first.  

Most of the problems outlined here would have been circumvented altogether had the person actually read through the RFCs concerning DNS and administrative practices and applied that knowledge to their environment.

Networks need to be designed for reliability, maintainability, and manageability in order to be monitor-able and manageable.  As such, if the naming is not correct, then your management systems will simply illuminate the problem.

Detailing The Problem

In outlining the problem, the reader needs to understand the environment in which the management software is deployed.  Additionally, we need to describe the DNS scenario that caused the problems.  As such, we will present two different scenarios.  For the purposes of this paper we have narrowed the focus of two widely used enterprise management platforms because of there popularity and dominance in the industry, - they are HP OpenView’s Network Node Manager (NNM) for SNMP polling and trap generation.  For event distribution and limited event correlation and filtering we will provide examples through Micromuse Netcool Omnibus Object servers events database.

The goal here is not to provide a lengthy dissertation on what the capabilities of both products are, rather the focus is how name resolution configuration, if done improperly, can adversely impact the performance of both applications.  It also needs to be stated that this paper assumes the reader has some basic knowledge of the Internet standards, protocols and documentation.

If you wish to find out more about each of these products and their capabilities please consult each of their respective web sites –




HP OpenView -  http://www.hp.com



Micromuse   -  http://www.micromuse.com
It is also important to point out that this paper, will emphasize the examination of multi-homed devices with respect to name resolution and the impact it has on these two enterprise management tools.

Scenario 1 – A Managed Services Environment

In this scenario, the Management environment monitors and manages Network components that are used to provide Internet services to its customers.  This network is dispersed throughout the United States, and is arranged in a Hub and spoke type of topology.

The naming conventions used are such that a single IP address is mapped to a single unique hostname.  In doing so, each interface requires a unique and distinct hostname.  Additionally, the DNS hierarchy is broken down by site as a sub-domain off the main domain.

Hostnames are allocated using interface name, system name, function, and rack location in some instances.  In other instances, the hostname is used in conjunction with the site and the main domain name.  The functional separator used within the fully qualified domain name is a dot. Following is an example of a fully qualified domain name:

e0.router1.rack3.site23.dummy.net

The true domain in this example is site23.dummy.net.  

Because organizations develop a variety of schemes to reference a specific device’s IP address to both name and location, as well as by device type as the above example indicates, many lose sight of the fact that there enterprise management tools depend heavily on the accuracy and efficiency of there name resolution.  It is not unusual or uncommon to find organizations even today that have very large routing and switching environments that adopt naming conventions that are inconsistent with both the RFC standards and the enterprise management vendors methodology and recommendations.

Since NNM is the principal application that provides discovery of devices (nodes) and regular status polling of nodes, it is important to understand that this tool relies heavily on proper name resolution for its performance.  In the case of NNM’s topology database forward (name to IP address), and reverse (IP address to name) lookups are performed with each discovery and status poll in the maintenance of the device in the OpenView database.  As we will soon point out if IP address to name mappings are not in-check or DNS records are missing, the efficiency and performance of the NNM paradigm can be severely degraded.  

In the example provided above of a ‘fully qualified domain name’ we notice the true domain name being “site23.dummy.net” and it’s extension ‘e0.router1.rack3’ as the identifier for this particular device within its’ domain.  As will be mentioned later on this topic, as the number of dot separators increases within a given hostname the performance of NNM will be substantially reduced because of the time it takes to query a given DNS servers individual records. 

With respect to Micromuse’ Netcool Omnibus we will show how significant a role name resolution can play in the products capabilities of performing event de-duplication, a chief component of the Netcool product. 

On all three of these issues we will attempt to examine the problems and impact that each of these has on the enterprise management environment with respect to NNM and Netcool and develop solutions that will ultimately enhance the performance of the product and resolve these issues. 

Problems with Management and its’ impact

Following is a list of specific problems with examples that occurred in the Management environment.
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NNM Maps get convoluted with inconsistent Node names –multi-homed devices.

The problems that were caused by the DNS infrastructure not being correct was that the management system was rendered ineffective.  As such, no management system can be effective in this environment.  Because these systems rely so heavily on properly working name resolution, the name resolution problems were merely spotlighted by the management applications themselves.

If, for example, a particular business entity chooses to identify each of it’s multi-homed devices as separate and distinct interfaces with respect to the devices domain name, NNM may attempt to identify each of these separate interfaces as a separate node, in which case the individual interfaces will not show up as one desired sub-map in the OV database.  In this case, you may, in fact, see three separate device icons with one interface in each.
In this instance an actual node may appear as multiple nodes (1 node per interface) in the maps.

Other significant problems that can be an outgrowth of this is that mapping of events back to nodes in the Network Node Manager maps did not work.  In addition to having multiple interfaces of the same device show up in the OpenView database as separate and distinct, the events and trap information generated will also show up as coming from different devices.
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Traps received do not match the nodes that are understood by the management system.

Another major problem was experienced with SNMP Traps.  Let us say an interface, e0 went down.  The Router would send a link down trap informing the management system of the state change in the interface. Because the e0 interface was down, the trap would be sent by another interface, e1. In doing so, the management system did not associate the e1 IP address back to the e0 named node in the map.  Furthermore, when a Link Up trap was sent, it may have come from a difference interface than the Link Down trap originated on.  With this in mind, it is impossible to correlate the Link Up back to the Link Down in Netcool or in OpenView.  While the Trap origination can be nailed to a loopback address, this environment was not consistent with using a loopback address on each network device.
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De-duplication of like events did not work.

Because a trap may come from a different hostname than one resolved within HP OpenView, traps from a single host may appear to have come from different hosts as the hostname for each interface is different as far as the PTR records go.  Subsequently, they appeared in Netcool in like manner where a Link Down trap could not be de-duplicated with an Interface Down event.  Following is an example Netcool Events display.
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The ability to de-duplicate events as part of a state driven alarm display is not possible on multi-homed hosts because the names of the network elements are not consistent across all of it’s interfaces.
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Node associations and groupings to business functions are difficult to ascertain in the user interfaces.
Because of the dot separation in the naming, mapping of the node names in Network Node Manager was unusable at best.  Imagine having a thousand e0 nodes when you do a search by selection name!

Because of the mapping rules built into the functionality of Network Node Manager, you could not guarantee that one Router would be named e0 and another be named e2.
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Event handling system of Network Node Manager slow because of the name resolution.

      Because every event is resolved via an IP address to host lookup, Network Node Manager has to wait for the IP address to host name to return a valid entry. If it is performing these lookups across the network, it can have a detrimental effect on a corporate resource.  For instance, if all clients use the same DNS server, the traffic becomes heavy on that server especially when OpenView is process intensive concerning name resolution.  Other applications such as Web hosting may suffer.
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Pair wise correlation in ECS did not work in many cases.

For instance, a Link Down trap may come from a different interface than the corresponding Link Up trap.  Because there were two different hostnames, the pair wise correlation recognized the events as coming from two different hosts when, in reality, they came from the same host.
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The management of community strings becomes a very complex job.

In managing the Community names, they are tracked and listed in OpenView by hostname or IP Address. Because each interface on a given multi-homed host had a separate and distinct hostname, if the Community String differed from the default, all corresponding hostnames must be tracked to ensure a properly working system.  This becomes very unwieldy when the number of entries gets into the hundreds of hostnames.

Solutions
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Build loopback addresses to establish interface.

Building in Loopback addresses on network devices guarantees consistent hostnames.  Additionally, most network devices enable traps to be configured as always coming from the loopback address.

Network testing is also facilitated much more readily as the loopback address and its corresponding interface are software defined.  In doing so, they do not depend on a physical interface being up in order to establish interface status.  If there is any valid connectivity to the loopback address, testing will succeed.

A drawback in setting up the loopback addresses is that they appear as separate entries in routing tables.  For each loopback address, and each loopback uses an all ones network mask, each appears as a separate network route.  This can have an adverse effect on resource limited network devices as the number of routes goes up.
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Ensure that the host naming conventions in place follow prescribed Internet Standards.

The products produced by wares vendors adhere to and expect these standards have been followed concerning their functionality.  When deviations occur, the products may or may not function properly any more.
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Design and construct your infrastructure to be maintainable.

Functions like proper configuration, sufficient access, and enabling reliability mechanisms ensures that not only your infrastructure runs trouble free but it also manageable and personnel can access network and systems elements not only when everything is working but also when failures do occur.

Scenario 2 – A Web Hosting Environment

In this second scenario, Web Hosting services are provided to its customers.  In doing so, a Web Host may be used to provide service to a multitude of customers.  As such, a single Web Server is used but different directory structures are mapped to individual IP Addresses therein providing Web space for each customer.  These IP Addresses are actually configured as virtual IP interfaces off of a common 100 MB Ethernet port.

In this example, each IP address may be mapped to a different domain altogether as it is assigned by customer.  For example:

	Interface
	IP Address
	FQDN

	100 MB Ethernet
	10.1.1.10
	Webhost1.web-providers,net

	Virtual Interface 1
	10.1.1.2
	www.customer1.com

	Virtual Interface 2
	10.1.1.3
	www.customer2.com

	Virtual Interface 3
	10.1.1.4
	www.customer3.com


The Management environment consisted of HP OpenView Network Node Manager.

Problems with Management

Following is a list of the problems encountered:

[image: image11.png]



Names depicted on the map may reflect a customer interface.
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Trap name resolution was not coherent.
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Traps could not be correlated
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Mapping appeared disjointed
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Events to maps functionality of the Events Browser appeared broken.
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Nodes may appear as multiple hosts because of the IP Address.
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SNMP Community string list maintenance becomes intense especially if multiple community strings are used.

Impact

The maps depicted a significant number of hosts called www.  (Imagine that!) However, each www system mapped to completely different domains.   As such, if the system did not support an SNMP Agent, each interface was mapped as a single Node.  This caused Network Node Manager to maintain a node record for each host, which took its toll and performance. (Remember, each ‘Node’ must be config checked)

It was very difficult to navigate the maps and still understand which host supported what customer.  As such, the associations that would have been possible are not.  When a problem occurred with a Node, which Node does the Technician query to attempt to correct the problem?

What do the Standards Say?

While Domain Name Service or DNS has evolved significantly since its initial inception, the standards are clear provided you consider everything that the standards documents pose.

RFC1035 titled “DOMAIN NAMES - IMPLEMENTATION AND SPECIFICATION”, states:

2.3.1. Preferred name syntax

The DNS specifications attempt to be as general as possible in the rules for constructing domain names.  The idea is that the name of any

existing object can be expressed as a domain name with minimal changes.

However, when assigning a domain name for an object, the prudent user

will select a name which satisfies both the rules of the domain system

and any existing rules for the object, whether these rules are published or implied by existing programs.

For example, when naming a mail domain, the user should satisfy both the rules of this memo and those in RFC-822.  When creating a new host name, the old rules for HOSTS.TXT should be followed.  This avoids problems when old software is converted to use domain names.

The gist of naming within DNS is such that the specification is written to minimize the impact a DNS implementation may have on the local environment while still providing a solid basis for IP Address to name mapping and translation.

In the above stated example of RFC822 based electronic mail, the impact of the applications using the service must take into the consideration the requirements of the user application when setting up naming and DNS.

Following is an excerpt from RFC1035 as well:

The following syntax will result in fewer problems with many applications that use domain names (e.g., mail, TELNET).

<domain> ::= <subdomain> | " "

<subdomain> ::= <label> | <subdomain> "." <label>

<label> ::= <letter> [ [ <ldh-str> ] <let-dig> ]

<ldh-str> ::= <let-dig-hyp> | <let-dig-hyp> <ldh-str>

<let-dig-hyp> ::= <let-dig> | "-"

<let-dig> ::= <letter> | <digit>

<letter> ::= any one of the 52 alphabetic characters A through Z in

upper case and a through z in lower case

<digit> ::= any one of the ten digits 0 through 9

Note that while upper and lower case letters are allowed in domain

names, no significance is attached to the case.  That is, two names with the same spelling but different case are to be treated as if identical.

The labels must follow the rules for ARPANET host names.  They must

start with a letter, end with a letter or digit, and have as interior

characters only letters, digits, and hyphen.  There are also some

restrictions on the length.  Labels must be 63 characters or less.

From this, we surmise that characters like tildes “~”, underscores “_”, at signs “@”, dots “.”, brackets or braces, are all non-conformant to the standards.  While DNS is structured to be able to handle even binary strings as hostnames, these do not conform to the rules for ARPANET host names and, as such, remain a violation of standards.

Limitations are also discussed within RFC1035 as follows:

2.3.4. Size limits

Various objects and parameters in the DNS have size limits.  They are

listed below.  Some could be easily changed, others are more

fundamental.

labels          63 octets or less

names           255 octets or less

TTL             positive values of a signed 32 bit number.

UDP messages    512 octets or less

Care should be taken to avoid exceeding these limits as they may produce inconsistent errors and may be difficult to diagnose.

From rfc1912 titled  “Common DNS Operational and Configuration Errors”, these points are reinforced.

DNS domain names consist of "labels" separated by single dots.  The

DNS is very liberal in its rules for the allowable characters in a

domain name.  However, if a domain name is used to name a host, it

should follow rules restricting host names.  Further if a name is

used for mail, it must follow the naming rules for names in mail

addresses.

Allowable characters in a label for a host name are only ASCII

letters, digits, and the `-' character.  Labels may not be all

numbers, but may have a leading digit  (e.g., 3com.com).  Labels must

end and begin only with a letter or digit.  See [RFC 1035] and [RFC

1123].  (Labels were initially restricted in [RFC 1035] to start with

a letter, and some older hosts still reportedly have problems with

the relaxation in [RFC 1123].)  Note there are some Internet

hostnames which violate this rule (411.org, 1776.com).  The presence

of underscores in a label is allowed in [RFC 1033], except [RFC 1033]

is informational only and was not defining a standard.  There is at

least one popular TCP/IP implementation which currently refuses to

talk to hosts named with underscores in them.  It must be noted that

the language in [1035] is such that these rules are voluntary -- they

are there for those who wish to minimize problems.  Note that the

rules for Internet host names also apply to hosts and addresses used

in SMTP (See RFC 821).

If a domain name is to be used for mail (not involving SMTP), it must

follow the rules for mail in [RFC 822], which is actually more

liberal than the above rules.  Labels for mail can be any ASCII

character except "specials", control characters, and whitespace

characters.  "Specials" are specific symbols used in the parsing of

addresses.  They are the characters "()<>@,;:\".[]".  (The "!"

character wasn't in [RFC 822], however it also shouldn't be used due

to the conflict with UUCP mail as defined in RFC 976)  However, since

today almost all names which are used for mail on the Internet are

also names used for hostnames, one rarely sees addresses using these

relaxed standard, but mail software should be made liberal and robust

enough to accept them.

You should also be careful to not have addresses which are valid

alternate syntaxes to the inet_ntoa() library call.  For example 0xe

is a valid name, but if you were to type "telnet 0xe", it would try

to connect to IP address 0.0.0.14.  It is also rumored that there

exists some broken inet_ntoa() routines that treat an address like

x400 as an IP address.

Certain operating systems have limitations on the length of their own

hostname.  While not strictly of issue to the DNS, you should be

aware of your operating system's length limits before choosing the

name of a host.

Another interesting practice of some common problems with DNS is to use a single host name with an IP address regardless of the number of interfaces on a single host.  In doing so, each interface is treated like a single node. RFC1912 discusses this situation as follows:

2.1 Inconsistent, Missing, or Bad Data

Every Internet-reachable host should have a name.  The consequences

of this are becoming more and more obvious.  Many services available

on the Internet will not talk to you if you aren't correctly

registered in the DNS.

Make sure your PTR and A records match.  For every IP address, there

should be a matching PTR record in the in-addr.arpa domain.  If a

host is multi-homed, (more than one IP address) make sure that all IP

addresses have a corresponding PTR record (not just the first one).

Failure to have matching PTR and A records can cause loss of Internet

services similar to not being registered in the DNS at all.  Also,

PTR records must point back to a valid A record, not a alias defined

by a CNAME.  It is highly recommended that you use some software

which automates this checking, or generate your DNS data from a

database which automatically creates consistent data.
In looking at this, all IP addresses for a multi-homed host must have PTR records (the records that map an IP Address back to a host name), for each IP Address and that host name has a corresponding valid A record.

HP OpenView Network Node Manager

Following is an excerpt from the HP OpenView Forum archives concerning the naming in Network Node Manager:

----------------------------

The following applies to NNM releases

   4.1X (starting with the March 97 consolidated patch

          (HPUX 10.X: PHSS_10339,

           HPUX 9.X: PHSS_10338,

           Solaris: PSOV_1452))

   and greater.  References to IPX apply only to releases 5.0 and greater.

It is important to draw the distinction between *names* and *labels*.

Names are things that must be unique in the object (ovwdb) and

topology (ovtopmd) databases.  In NNM, nodes have two kinds of names:

IP Hostnames and Selection Names.  Labels are the strings that show up on

the node in a map.

IP Hostnames are determined in NNM by applying the following rules,

in order:

    1) If the node supports IP:


1a) If a non-migratable software loopback IP address


    (other than 127.0.0.1) exists on the node, and the address


    resolves to an IP hostname, that hostname is used.


1b) Otherwise, NNM chooses the name associated with the lowest


    numbered non-migratable IP address that resolves to an


    IP hostname.


1c) If no IP addresses resolve to an IP hostname, the


    lowest numbered non-migratable IP address is formatted


    as a string and used as the hostname.


    [ "lowest numbered" means when compared as integers. ]


    [ "non-migratable" applies only to HP's Service Guard


      nodes; a migratable address is one that can migrate between


      systems in a Service Guard cluster. ]

    2) Otherwise, if the node supports IPX:


2a) If the node has an internal IPX server address (i.e. an


address of the form <netnum>:000000000001), that address is


formatted as a string and used as the hostname.


2b) Otherwise, the lowest numbered IPX address is formatted


as a string and used as the hostname.


[ "lowest numbered" is determined by a byte-by-byte comparison ]

    3) Otherwise, if the node supports neither IP nor IPX, but has an


LLA/MAC address, the address is formatted as a string and


used as the hostname.

    The hostname is stored in object database's "IP Hostname" field,

    possibly making the name somewhat of a mis-nomer (it could be

    an IPX name).  For interfaces, separate IP and IPX address fields

    exist.

Node selection names are by default the same as the IP Hostname, though

users and applications can change the selection name.  If the selection

names for two objects conflict, a numeric ID string is appended

to one of the selection names in order to achieve uniqueness.

For node labels the rules are (applied in order):

    1) If the node has an IP hostname (see 1a and 1b under names above),


then the label is the IP hostname truncated to just the basename.

    2) Otherwise, if the node is a NetWare server:

        2a) If the node has a NetWare Server Name, it is used as the


    label.

        2b) Otherwise, the label is the network number of the internal Server

        address (i.e. the 000000000001, which is the same for every


server, is removed).

    3) Otherwise, if the node supports SNMP and reports a SNMP sysName value,


that value is used as the label.

    4) Otherwise, if the node supports IP, an IP address is used as the


label (see 1c in the "names" section).

    5) Otherwise, if the node supports IPX, the host-address portion


of the IPX address is used as the label.  The address is formatted


to translate the vendor of the hardware.  (E.g. 100:080009ABCDEF


gets a label of "HP-ABCDEF").

    6) Otherwise, if the node has a LLA/MAC, the physaddr formatting as


described in (5) is performed and the result is used as the


label.

Jim Greuel

NNM Development Team

Micromuse Netcool Omnibus

While Netcool Omnibus is agent-less and very forgiving regarding the information that populates the fields in the Object Database, its primary feature for Event correlation, Event de-duplication, depends on consistent data in the Node field.

Event de-duplication is setup in Netcool Omnibus through the @Identifier field.  This field is commonly depicted as a combination field consisting of an aggregation of other field elements.  For instance, Node related problems can be de-duplicated by setting the @Identifier field in the probe rules file to @Node.  In this example, any probe rule that uses the same @Identifier and the nodes match will be de-duplicated and tally counted in the events display.

Almost all @Identifier definitions incorporate the @Node field as at least a portion of the overall @Identifier field.

Taking this a step further, using a feature called UPDATEONDEDUPLICATION in the SQL database definition file and update in the probe rules files, it is possible to use event de-duplication to create state oriented event displays.

Possible Solutions

There are many possible solutions to both the first and second scenarios.  However, we the authors, believe that a solid foundation in naming and name resolution services is a foundation for an Intranet.  So, in that light, let us discuss the parts of a working naming and name resolution service.

Naming Conventions

Naming conventions are very important as they are a way of associating a business or technical function to a system.  This association helps us remember key aspects about parts of the technical environment.  Just like when you were a youngster trying to remember how to spell Geography.  You used ‘George Ellis’s oldest girl rode a pig home yesterday’ to help you remember.

The rules for ARPANET names must be followed.  No dot separators, no underscores, and no tildes.  Additionally, host Operating systems must be taken into account as well.

The strength in DNS distribution comes from the administrative controls of Zones and Zone transfers.  Someone administratively owns each sub-domain.  You can use this to distribute control of naming to those closest to the sub-domain’s systems if needed.

In setting up DNS Servers, redundant servers are mandated at each sub-domain.  Be prepared and plan ahead for this.

Sometimes it is best to architect your DNS sub-domain distribution in such a way as to limit name resolution traffic within geographic areas or portions of the network.

For each host:
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You must have a PTR record for each IP Address that corresponds to a valid A record.
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The A record should provide a single host name for all of its IP addresses.
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Individually named interfaces should use a CNAME Record to alias it back to a valid A record and corresponding IP Address.

If you follow this syntax, the following benefits will be realized:
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Event Correlation in Micromuse Netcool will be consistent and functional dependent upon the value of the Identifier field.
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Maps in OpenView will display consistent Node labels regardless of the lowest IP Address on the node.
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Double clicking on events in the Event Browser in Network Node Manager will take the user directly to the submap where the Node is present.
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The Netcool – NNM integration will be able to provide filtered event lists and movement from the selected event to the submap will work.
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Correlation in the stock ECS circuits will work more readily. (Especially pair wise correlation)

When you download the standard bind distribution, it comes with the necessary utilities in the contributions Directory to convert a properly formatted /etc/hosts file in the tables necessary for DNS (c2n.pl).  The /etc/hosts file should look like this:

IP_Address   Common_Host_name   FQDN   Alias_Host_Name …

IP_Address                    = The IP Address of the record

Common_Host_name       =  The host name applied to the system

FQDN                            =  Fully qualified Domain name

Alias_Host_Name             =  Alias name for the host or the interface (More than one can be specified)

Let’s say you have a router called Router1 and it possesses 4 interfaces.  The following entries would apply in /etc/hosts:

10.1.1.1   router1
router1.unknowndomain.com
e0-router1

10.1.2.1   router1
router1.unknowndomain.com
e1-router1

10.1.3.1   router1
router1.unknowndomain.com
s0-router1

10.1.4.1   router1
router1.unknowndomain.com
s1-router1

If you were setting up a Web host in a Web hosting environment, you could setup the /etc/hosts as follows:

10.1.1.10  web1
web1.unknowndomain.com
nfs-web1  

10.1.1.11  web1 
web1.unknowndomain.com
www.customer1.com
10.1.1.12  web1 
web1.unknowndomain.com
www.customer2.com
10.1.1.13  web1 
web1.unknowndomain.com
www.customer3.com
10.1.1.14  web1 
web1.unknowndomain.com
www.customer4.com
10.1.1.15  web1 
web1.unknowndomain.com
www.customer5.com
Conclusion

While naming and name resolution services appear so unobtrusive, they can have a significant effect on the enterprise.  Network and systems Management products rely on the service to a point where name resolution problems are merely illuminated when name resolution does not work or is done incorrectly.   While some organizations are content to blame the management products, it is the job of DNS to adapt to the needs of the Resolver.
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